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Relationship Extraction (RE)

Noam Chomsky was born in the East Oak Lane neighbourhood of Philadelphia, Pennsylvania.

• (Noam Chomsky, East Oak Lane) → born-place 

• (East Oak Lane, Philadelphia) → part-of 

• (Philadelphia, Pennsylvania) → part-of



Taxonomy



• Training of Support Vector Machines (SVM)  involves a quadratic 
optimisation problem 

• Multiple binary classifiers needed to extract different relationship types.

• Massive scale events trigger bursts of text

Motivation for Large-Scale RE

• On-line question answering requires fast and scalable RE. However:

• Disease outbreaks 

• Terrorist attacks 

• Sport Events: Euro 2016



Research Question 1

IDEA: Explore the use of a similarity metric, and searching similar 
relationship examples for RE instead of learning a statistical model

Can supervised large-scale relationship extraction be efficiently 
performed based on similarity search ?



Motivation for Bootstrapping RE

“Google is headquartered in Mountain View” 

“Porsche has its main headquarters in Stuttgart” 

• Supervised relationship extraction relies on training data 
• Not always available 
• Manual annotation can be prohibitive

• Unlabelled data is vast and abundant  
• Bootstrapping approaches leverage on such data 
• Relying on seed instances and contextual similarity



Research Question 2
• Classic approaches use TF-IDF weighted vectors to represent the context

Can distributional semantics improve the performance of bootstrapping 
relationship instances ?

IDEA: explore word embeddings

cos_sim(“headquarters”,”based”) = 0.76 
cos_sim(“based”,”headquartered”) = 0.70  

cos_sim(“headquarters”,”headquartered”) = 0.80

X = “main headquarters in”
Y = “is based in”
X = “is headquartered in”

1.3 2.3 0 0
0 0 3.3 0
0 0 0 2.5

cos_sim(X,Y) = 0 
cos_sim(X,Z) = 0  
cos_sim(Y,Z) = 0



Methodology

Research Question 1

• Develop a new supervised RE approach based on similarity search. 

• Identify state-of-the-art approaches for baseline. 

• Compare performance against baseline on public datasets.

Research Question 2

• Develop a new approach for bootstrapping relationship instances based on 
word embeddings. 

• Identify baseline approaches based on TF-IDF weighted vectors. 

• Compare performance against baseline on public datasets.
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Supervised Relationship Extraction as 
Similarity Search

• MuSICo - MinHash-based Semantic Relationship Classifier 
• Similarity techniques explored: 

• Jaccard similarity between relationship instances 
• Min-Hash to quickly estimate Jaccard similarity 
• Locality Sensitive Hashing (LSH) to identify the most similar 

instances efficiently

"A Minwise Hashing Method for Addressing Relationship Extraction from Text" 
David S. Batista, Rui Silva, Bruno Martins, and Mário J. Silva. WISE'13 

"Exploring DBpedia and Wikipedia for Portuguese Semantic Relationship Extraction" 
David Soares Batista, David Forte, Rui Silva, Bruno Martins, and Mário J. Silva. Linguamática, 5(1), 2013



Min-Hash: Jaccard Similarity Estimation

• Applying a random permutation π on the ordering considered for the 
elements, the Jaccard similarity can be estimated from the probability of the 
first values of the random permutation π being equal (Border 1997):

• Given a vocabulary Ω of size n and two sets, A and B, where: A,B ⊆ Ω:

• Having k independent permutations one can efficiently estimate Jaccard(A, B) by applying 
k hashing functions to each element and keeping the minimum 

minhash_1 minhash_2 minhash_3 minhash_4 minhash_5 minhash_k…



Locality-Sensitive Hashing

• An index is built with L different hash tables, each corresponding to an n-tuple from 
the min-hash signature.

• The minhash signature is split into L different bands (constraint: k mod L = 0)

minhash_1 minhash_2 minhash_3 minhash_4 minhash_5 minhash_k…
Band 1 Band 2

minhash_1 minhash_2 minhash_3 minhash_4 minhash_5 minhash_k…

Band 1 Band 2 Band k

minhash_1 minash_2

minhash_3 minash_4



Feature Extraction

• Characters n-grams of size 4 

• Root forms of verbs (except auxiliary verbs)  

• Prepositions: between, above, within, etc.; 

• Passive Voice Detection: indicate direction of relation 
• “Harry ate six shrimps at dinner.” (active voice) 
• “Six shrimps were eaten by Harry.” (passive voice) 

• Identify and normalise ReVerb Patterns: 

“Jack White is the guitar player of the White Stripes”  

   “is the guitar player of”

“The tech company Soundcloud is based in Berlin, the capital of Germany.“

BEFORE BETWEEN AFTER

V | V P | V W* P 
V= verb particle? adv? 

W = (noun | adj | adv | pron | det) 
P = (prep | particle | inf. marker)

BE VBD “by” 
BE = any form of “to be” 
VBD = verb in past tense

Passive Voice

ReVerb



Architecture: Indexing and Classification

Feature 
Extraction

Compute 
signatures 

Split vector 
into bands

Estimate Jaccard 
Similarity

Rank instances

Classification

Database of 
Examples

Query for instances 
with common bands

Training

Index instance 
with the bands

Assign the relationship 
type from the top-k 

1st  LOCATED_IN  (0.53) 

2nd ACQUIRED (0.48) 

3rd  ACQUIRED  (0.45)

Instances with 
common bands

Classify



Evaluation

• Configuration parameters:  
• min-hash signatures: 200, 400, 600, 800; 
• LSH bands: 25, 50; 
• k nearest neighbours: 1, 3, 5, 7; 

• SemEval 2010 Task 8 (Hendrickx et al., 2010)  
• 10 717 sentences 
• 19 classes 
• Generic web text 

• Wikipedia (Culotta et al., 2006):  
• 3 125 sentences 
• 47 classes (highly skewed dataset) 
• Wikipedia articles (English)

• Aimed (Bunescu and Mooney, 2005a): 
• 2 202 sentences 
• 2 classes 
• Protein interactions from MEDLINE abstracts 

• DBPediaRelations-PT (Batista et al., 2013b)
• 97 988 sentences 
• 10 classes 
• Wikipedia articles (Portuguese)



Evaluation Results

• k-NN = 5  
• Min-Hash = 400  
• Bands = 50 
• Total Time: 172 seconds

All-Paths Kernel (Train+Testing): 4 524 seconds 
Shallow Linguistic Kernel (Train+Testing): 77.2 seconds 
MuSICo (FE + Index + Classification): 161 seconds

• k-NN = 3 
• Min-Hash = 800  
• Bands = 50

SemEval 2010 Task 8

Aimed



Scalability on SemEval 2010 Task 8

Indexing: Training set (25%, 50%, 75%,100%) Classification: Test set (25%, 50%, 75%,100%)

Feature extraction: compute quadgrams of characters + PoS tagging 
Indexing: calculating the min-hash signatures + splitting and indexing in the LSH 
Classification: estimate Jaccard similarity + Ranking + assign the relationship type from the top-k 



Results Analysis

MuSICo:

• Simple set of features common 
across 3 different domains 

• Character n-grams 

• PoS-tagging 

• Does not rely on any kind of 
external resources 

• Addresses multi-class classification 
directly

Baseline Systems:
• WordNet, VerbNet, etc. 
• Syntactic Dependencies 
• Kernel-based approaches use SVM 

1. Compute features from 
syntactic dependencies tree 
and external resources. 

2. Compute pairwise similarities. 

3. Apply the SVM algorithm. 

• One-Versus-All classification



MuSICo summary

Accuracy trade-off for: 

• Scalability: processing time grows linearly with data size. 

• On-Line Learning: to incorporate new training instances, compute 
their min-hash signatures and store them.  

• Multi-Class Classification
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Bootstrapping Relationship Instances

Previous approaches use TF-IDF weighted vectors

“Google is headquartered in Mountain View” 

“Porsche has its main headquarters in Stuttgart” 

Rely on seed instances and contextual similarity with seeds



Distributional Semantics
"You shall know a word by the company it keeps" (Firth,1957)

• Skip-Gram (Mikolov et al. 2013a,b) 

• Given a word, predict the most probable surrounding 
words in a context window. 

• In the process of estimating model parameters, the 
network learns word embeddings: word 
representations by real-valued vectors of low 
dimensions.

• Brown Clustering (Brown et al., 1992) 
• Latent Semantic Analysis (Landauer and Dunais, 1997) 
• Neural Probabilistic Language Model (Bengio et al. 2003)



BREDS: Bootstrapping Relationship 
Instances with Distributional Semantics

"Semi-Supervised Bootstrapping of Relationship Extractors with Distributional Semantics" 
David S. Batista, Bruno Martins, and Mário J. Silva EMNLP'15

BREDS follows the same architecture and metrics of Snowball (Agichtein et al., 2000) but relies on  
word embeddings instead of TF-IDF.



Find Seed Matches

“Soundcloud is based in Berlin”: is based in 
“Soundcloud headquarters in Berlin”: headquarters in

3. Transform each context into a single vector 
• Removes stop-words and adjectives  
• Sum the embeddings of each word.

2. Detect if passive voice is present

1. BET: extract ReVerb patterns or all words if no verbs are found



Generate Extraction Patterns

⌧simSimilarity threshold parameter:

Sim(Ti, Tj) = ↵ · cos(BEFi, BEFj)

+ � · cos(BETi, BETj)

+ � · cos(AFTi, AFTj)

• Cluster all collected seed instances Similarity between an instance and a cluster: 
• maximum of the similarities between any of the 

instances in a cluster, if the majority of the 
similarity scores is higher than 

• 0 otherwise

⌧sim



Find Relationship Instances
Collect all segments of text containing entity 
pairs whose semantic types match the types 
of the seeds, e.g: 

• <Google, Mountain View>  

• Collect all <ORG,LOC> text segments 

• Generate 3 vectors

• Calculate similarity with every 
extraction pattern 

• If the similarity between an instance 
and an extraction pattern is equal or 
above  

• Extract the instance and update the 
confidence score of the pattern

⌧sim



Handle Semantic Drift
• Rank the extracted instances according to a confidence metric:

•     is the set of patterns that extracted a relationship i
• C is the textual context of an instance

• Add to the seed set all instances with a confidence 
score above a certain threshold

Conf◆(i) � ⌧min

⌧min



Experimental Evaluation
• Dataset: 5.5 million news articles 

• Selected 1.2 million sentences with at least 2 
named-entities 

• Word embeddings 
• TF-IDF vector weights

• Baseline systems
• Snowball-Classic (Agichtein et al., 2000) 
• Snowball-ReVerb (selects words for BET)

2 Weighting Context Vectors Schema

4 Relationship Types

• Thresholds
⌧sim•        :[0.5,1.0] 

•        :[0.5,1.0]
• 36 x 4 (relationship types) x 2 (weighting schema)

⌧min



Results



Results Analysis

• BREDS achieves the highest F1 scores due to a higher recall 
caused by the use of embeddings 

• Using only the BET context yields a higher performance than 
using BEF, BET, AFT.  

• BEF and AFT contexts are sparse, containing many different 
words which do not contribute to the capture the relationship. 

• For the 3 evaluated systems different relationship types require 
different threshold parameters configuration to achieve the best 
results.
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TREMoSSo - Triples Extraction with Min-Hash 
and diStributed Semantics  

• Framework integrating MuSICo and BREDS along with other NLP tools 
• Extraction of different relationship types with a single-pass over the documents

• Setup (BREDS)

1. Bootstrap relationship instances and filter correct ones 

2. Index the relationship instances 

• Input Data:
• Seed instances 
• Word embeddings 
• A set of sentences tagged with named-entities 

• Extraction (MuSICo) 
• Extract relationship instances based index examples



TREMoSSo: setup (BREDS)
• 11 relationship types 

• 40 seed instances

Results

Number of Instances per type



TREMoSSo: extraction (MuSICo)

• ca. 4,700 correct relationship  

• skewed training set 

• relationship types with the lowest 
number of examples have the most 
incorrect extractions

• Setup: ca. 20 000 sentences (single relationship per sentence) 
• Feature Extraction + Computing Signatures + Indexing = 572 seconds 
• Average: 34.1 sentences per second  

• Extraction: ca. 850 000 sentences (multi-relationships per sentence) 
• Feature Extraction + Computing Signatures + Computing Similarity = 6 050 seconds 
• Average: 3.2 sentences per second 
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Conclusions

Can distributional semantics improve the performance of bootstrapping relationship instances ?

• New bootstrapping approach for relationship extraction, based word embeddings 

• Evaluated and compared against baseline systems relying on TF-IDF weighted 
vectors.  

• Increase in performance is due to the high recall, which is caused by the relaxed 
semantic matching enabled by computing similarities based on word embeddings

Can supervised large-scale relationship extraction be efficiently performed based 
on similarity search ?

• New supervised classifier levering on min-hash and locality sensitive hashing 

• Empirically evaluated through experiments with datasets from different domains 

• Scalable, on-line, address multi-class classification



Future Work
MuSICo: 

• Only PoS-tags, fast to compute, but do not capture long distance relationships.  

• Teixeira et al. (2012) proposed an algorithm for graph fingerprints based on 
min-hash, allows to perform similarity search by relying on graph-based 
representations of syntactic dependencies. 

BREDS: 

• Only PoS-tags, fast to compute, but do not capture long distance relationships.  

• “semantic drift occurs when a candidate instance is more similar to recently 
added instances than to the seed instances” (McIntosh and Curran 2009) 

• Entity Linking could alleviate some of the errors generated by simple NER



Final Remarks

• Currently Deep Learning (DL) techniques dominate most of the research in 
RE (and in other NLP fields) 

• Mostly DL are supervised approaches requiring labeled datasets for 
training, which is always a bottleneck. 

• I believe future RE research needs to explore techniques that combine 
semi-supervised or distantly supervised methods together with the new 
Deep Learning approaches. 

• Allow to efficiently extract many different types of relationship from large 
document collections such as the Web. 



Addendum



Results for the English datasets



MuSICo: processing times (seconds)



MuSICo: processing times (seconds)



MuSico: results for SemEval 2010



Results for DBPediaRelations-PT

• Set I: Quadgrams 

• Set II: Quadgrams + Verbs 

• Set III: Quadgrams + Verbs + 
Prepositions 

• Set III: Quadgrams + Verbs + 
Prepositions + ReVerb Patterns



MuSico: results for DBPediaRelations-PT



BREDS / TREMoSSo NLP Pipeline

• Python NLTK 3.0: Sentence segmentation, tokenisation and PoS-tagging 

• Stanford NER 3.5.2 (Finkel et al., 2005) 

• Word embeddings were computed with the skip-gram model (Mikolov et al., 2013a) using 
the word2vec implementation 

• Skip-length =  5 tokens 

• Vectors = 200 dimensions 



“Automatic Evaluation of Relation Extraction Systems on Large-scale” (Bronzi et al. 2012)

Evaluation Framework
• a: correct relationships from system output not in KB 
• b: intersection between system output and KB 
• c: KB relationships in the corpus but not extracted by 

the system 
• d:relationships in the corpus not extracted by the 

system nor in the KBD: Knowledge Base, G ground truth,  
S: system output

a: relationships only contain entities from the KB, so this intersection is trivial

b: Proximate PMI

c: Generate G’, all possible (i.e.: correct and incorrect) relationships at a sentence level and

estimate                                     , then  

d: Calculate Proximate PMI for all the relationships not in the database
G0 \D d = |G \D|� |a|, then


